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SPRINT: A High-Performance, Energy-Efficient,
and Scalable Chiplet-based Accelerator with

Photonic Interconnects for CNN Inference
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Abstract—Chiplet-based convolution neural network (CNN) accelerators have emerged as a promising solution to provide substantial
processing power and on-chip memory capacity for CNN inference. The performance of these accelerators is often limited by inter-chiplet
metallic interconnects. Emerging technologies such as photonic interconnects can overcome the limitations of metallic interconnects due
to several superior properties including high bandwidth density and distance-independent latency. However, implementing photonic
interconnects in chiplet-based CNN accelerators is challenging and requires combined effort of network architectural optimization and
CNN dataflow customization. In this paper, we propose SPRINT, a chiplet-based CNN accelerator that consists of a global buffer and
several accelerator chiplets. SPRINT introduces two novel designs: (1) a photonic inter-chiplet network that can adapt to specific
communication patterns in CNN inference through wavelength allocation and waveguide reconfiguration, and (2) a CNN dataflow that can
leverage the broadcasting capability of photonic interconnects while minimizing the costly electrical-to-optical and optical-to-electrical
signal conversions. Simulations using multiple CNN models show that SPRINT achieves up to 76% and 68% reduction in execution time
and energy consumption, respectively, as compared to other state-of-the-art chiplet-based architectures with either metallic or photonic
interconnects.

Index Terms—Convolution neural network, Chiplet, Accelerator, Photonic interconnects

✦

1 INTRODUCTION

THE ever increasing size of convolution neural network
(CNN) models [1], [2], [3], [4] is driving the need

to scale computing systems for higher processing power
and on-chip memory capacity. As monolithic chip scaling
slows down [5], [6], the chiplet-based architecture [7], [8]
is considered a viable approach to continue the growth of
computing system performance. Prior work [5] has explored
performing inference of large-scale CNN models on chiplet-
based accelerators. However, in such work, it has been
shown that inter-chiplet metallic interconnects pose a major
challenge to system performance due to excess latency and
energy consumption [5]. This motivates us to explore other
disruptive interconnect technologies for these chiplet-based
accelerators.

Photonic interconnects can overcome the limitations of
metallic interconnects due to superior properties such as
high bandwidth density [9], [10] and distance-independent
latency [11], [12], [13]. Photonic interconnects have been
utilized in prior manycore architectures [14], [15], [16], [17],
[18], [19]. However, implementing photonic interconnects in
chiplet-based CNN accelerators requires combined effort of
architectural optimization and dataflow customization. As
stated above, prior photonic inter-chiplet networks [14], [15],
[16], [17], [18], [19] target manycore architectures executing
general applications, and consequently, often exhibit full
connectivity and uniform bandwidth between chiplets to
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support diverse communication patterns observed in general
applications. By contrast, the communication involved in
CNN inference has several specific features such as non-
uniform bandwidth demand between different chiplets, and
recurrence of a few communication patterns [1], [2], [20],
[21]. An optimized or a domain-specific photonic inter-
chiplet network exploiting these specific features would
significantly improve the performance, energy consumption,
and scalability of chiplet-based CNN accelerators.

Additionally, the CNN dataflow should be customized
to adapt to the unique properties of photonic interconnects.
Most prior CNN dataflow optimizations [5], [22], [23], [24],
[25], [26], [27], which are proposed for accelerators with only
metallic interconnects, target reducing the data transmission
distance by improving local data reuse. However, because of
the distance-independent property of photonic interconnects,
the data transmission distance across chiplets would not be
a primary obstacle to system performance, possibly making
the prior CNN dataflow optimizations less effective.

In this paper, we propose SPRINT - a chiplet-based accel-
erator with Silicon Photonic Reconfigurable INTerconnects
for CNN inference. The SPRINT architecture consists of
(1) a photonic inter-chiplet network that connects a global
buffer (GLB) and accelerator chiplets, and (2) an optically-
enhanced and tailored CNN dataflow. Specifically, the pho-
tonic inter-chiplet network is optimized to adapt to the
specific communication patterns in CNN inference through
wavelength allocation and waveguide reconfiguration. The
novel CNN dataflow exploits the inherent broadcast and
multicast capabilities of photonic interconnects [28], [29], [30],
while minimizing the costly electrical-to-optical (E/O) and
optical-to-electrical (O/E) signal conversions [9], [31]. The
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combined effects of the photonic inter-chiplet network and
the tailored CNN dataflow result in significant reduction in
execution time and energy consumption for CNN inference.
We compare SPRINT with two state-of-the-art chiplet-based
architectures using either an electrical mesh [5] or a photonic
crossbar [18] for inter-chiplet communication. Simulation
studies using multiple CNN models show that SPRINT
achieves up to 76% and 68% reduction in execution time
and energy consumption, respectively. Furthermore, when
scaling the system to include 128 chiplets, the reduction in
execution time and energy consumption increases to 78%
and 83%, respectively, indicating the promising scalability of
the proposed SPRINT architecture.

2 BACKGROUND AND MOTIVATION

2.1 Communication in CNN Inference
CNN models often consist of a series of different layers

(e.g., convolution layers, fully-connected layers, activation
layers, etc.), where the convolution layers are most common
and take a large fraction of the overall computations [32],
[33], [34], [35]. In this paper, we focus on the processing of
the convolution layers and fully-connected layers.

2.1.1 Computation of a Convolution Layer
The computation of a convolution layer can be formulated

as a multi-dimensional nested loop over weight kernels,
input feature maps (ifmaps), and output feature maps
(ofmaps). The dimensions include the height (R) and width
(S) of the weight kernels, the height (E) and width (F) of the
ofmaps, the number of input channels (C), and the number
of weight kernels (M). The height (H) and width (W) of the
ifmaps are not independent and can be derived from the
previous dimensions. Fig. 1 (b) shows a nested loop example
assuming each of the six dimensions (R, S, E, F, C, M) has a
value of 2. Fig. 1 (a) presents the detailed computations in an
iteration of the C loop. In this iteration, four weights (labeled
1, 2, 3, and 4) of each weight kernel and four input features
(labeled a, b, d, and e) are transmitted to each computation
unit. Within a computation unit, products of weights and
corresponding input features are accumulated to a partial
sum (psum) of an output feature. A complete output feature
is obtained by adding up the psums of all iterations in the C
loop. The above process is repeated to generate other output
features as the weight kernels slide across the ifmaps.

2.1.2 Communication Patterns
Data communications incurred during the computation of

a convolution layer include transmitting weights and input
features to the computation units and gathering the psums
or output features generated in the computation units back
to memory. Unlike the diverse communication patterns in
general applications, the communication patterns in CNN
accelerators are fairly regular and largely determined by the
dimension values of the nested loop, the parameters of the
computing system (e.g., the number of computation units),
and the dataflow utilized. Specifically, the communications
in CNN accelerators exhibit the following three features:
Non-uniform Bandwidth Demand: Assume that the input
data (weights and input features) are initially located in
the GLB and the generated output data (psums or output
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Fig. 1: Computations in a sample convolution layer and the
corresponding nested loop representation. Communications
incurred include unicasting weights, broadcasting ifmaps,
and gathering psums or ofmaps.

features) are transmitted back to the GLB. The bandwidth
needed for data exchange between the GLB and the com-
putation units is often non-uniform. As shown in Fig. 1
(a), in one iteration of the C loop, 13 data elements (4
weights and 9 input features) are transmitted from the
GLB to a computation unit while only 4 data elements
(4 psums) are transmitted from a computation unit to the
GLB. Meanwhile, no data is exchanged between the two
computation units. As such, prior inter-chiplet networks [15],
[16], [18] which provide equal per-chiplet bandwidth would
clearly be inefficient, if applied to CNN accelerators with
GLB and computation units on different chiplets.
Recurrence of Communication Patterns: As shown in Fig.
1 (a), there are three communication patterns in the C loop:
unicast of weights, broadcast of input features, and gathering
of psums or output features. These communication patterns
recur in each iteration of the outer E and F loops. A natural
approach to efficiently support the recurrent communication
patterns is to design a network that can dynamically switch
between multiple configurations, each of which adapts to a
specific communication pattern.
Prevalent Broadcasting: Broadcast communication is preva-
lent in the computation of convolution layers [2], as a large
fraction of computations often share the same input data.
As shown in Fig. 1 (a), the input features are broadcast to
two separate computation units, because each computation
unit processes one weight kernel and both weight kernels
slide across the same ifmaps. Although prior dataflow
optimizations also exploit broadcast and multicast [5], [22],
[23], [24], [25], [26], [27], these operations are often very costly
to implement in metallic interconnects in terms of latency,
energy consumption, and overall circuity area.

2.2 Photonic Interconnects
In this subsection, we introduce basic optical components

and discuss the drawbacks of existing photonic inter-chiplet
networks when applied to chiplet-based CNN accelerators.
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Fig. 2: A wavelength division multiplexing photonic link.

2.2.1 Photonic Interconnects
Fig. 2 presents a photonic link with wavelength division

multiplexing (WDM). In this example, an off-chiplet laser
emits two optical signals with different wavelengths, λ0 and
λ1. The optical signals are then coupled into a waveguide
using an optical coupler [9]. At the transmission side, two
micro-ring resonators (MRRs) labeled MMR0 and MMR1 are
used as optical modulators to separately modulate input
signals at wavelengths λ0 and λ1. At the receiving side,
another two MRRs labeled MMR2 and MMR3 are used as
optical filters to select a specific modulated wavelength. The
selected wavelength is detected by a photodetector [9] and
converted back to an electrical signal. The electrical signals
are then amplified by the transimpedance amplifiers (TIAs)
and forwarded to comparators to retrieve the original data
transmitted. A MRR, used as either an optical modulator or
filter, is tuned by a resistive heater controlled by a thermal
tuning unit to mitigate thermal and process variations [9],
[12]. Two or more wavelengths can be multiplexed onto the
same waveguide using WDM technique.

2.2.2 Photonic Inter-chiplet Networks
Several photonic inter-chiplet networks [14], [15], [16],

[17], [18], [19] have been proposed recently. However, these
networks are implemented in systems with CPU/GPU
chiplets running general manycore applications. The re-
sulting uniform bandwidth resource allocation and full
connectivity between chiplets lead to excessive implementa-
tion costs. For example, [16], [18], [19] propose a photonic
crossbar using single-write multiple-read (SWMR) channels.
The number of required MRRs in a photonic crossbar
scales quadratically with the number of chiplets, leading
to excessive area cost and energy consumption [9], [28], [29].
By contrast, the proposed SPRINT architecture is designed
specifically for CNN inference application, which results
in an optimized photonic inter-chiplet network with much
fewer MRRs.

3 SPRINT ARCHITECTURE

SPRINT architecture consists of one GLB and several
accelerator chiplets integrated in a package. A reconfig-
urable photonic inter-chiplet network is designed to provide
communication between the GLB and other accelerator
chiplets. The photonic inter-chiplet network supports (1)
data transmission from the GLB to accelerator chiplets, and
(2) data gathering from accelerator chiplets to the GLB.
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Fig. 3: The electrical-optical switch in (a) off or (b) on state.
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Fig. 4: The tunable splitter in (a) disabled state or (b) with a
split ratio of α/(1-α).

3.1 Photonic Inter-chiplet Network
3.1.1 Components for Network Reconfiguration

We introduce two additional optical components utilized
in the SPRINT photonic inter-chiplet network to support
different communication patterns from the GLB to accelerator
chiplets: electrical-optical switch [36] and tunable splitter
[37].
Electrical-optical Switch: SPRINT includes 1×2 electrical-
optical switches, each of which is associated to an accelerator
chiplet. As shown in Fig. 3, a 1×2 electrical-optical switch
consists of two waveguides (one with the input and through
ports while the other one with the drop port) and two MRRs
(labeled MRR0 and MRR1). The two MRRs are positioned
between the two waveguides. Regions inside and outside
the MRRs are p-type and n-type semiconductor regions,
respectively, to form the PIN diode structure. Switching an
optical signal between the through port and the drop port is
accomplished with the switching of MRR resonance using
the free-carrier dispersion effect [36]. When the MRRs are
at off-resonance as shown in Fig. 3 (a), the optical signal
from the input port is directly forwarded to the through
port. When the MRRs are at on-resonance as shown in Fig. 3
(b), the optical signal from the input port is guided through
two MRRs to the drop port. In SPRINT, these 1×2 electrical-
optical switches are utilized to either combine or separate
multiple waveguides.
Tunable Splitter: Another component included in SPRINT is
the tunable splitter [37]. Different from MRRs working at on-
resonance and off-resonance states as optical modulators or
filters, a tunable splitter works in the transient zone between
on-resonance and off-resonance. As shown in Fig. 4, the
regions inside and outside the MRR are doped to form the
PIN diode structure. When applying an appropriate voltage
to the PIN diode structure, the optical signal from the input
port is split into two parts and guided to the drop port (α
fraction) and through port ((1-α) fraction), respectively.
By tuning the applied voltage (0 to 5 volts), split ratios
in the range of 0.4 to 1.8 can be obtained [37]. Digital-to-
analog converters (DACs) are utilized to accurately adjust
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Fig. 5: A small-scale SPRINT architecture. We assume four accelerator chiplets, each with four receivers and one transmitter.
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transmission from a corresponding accelerator chiplet to the GLB. The legends illustrate some key components and wires.
An optical component with a specific color means this component is associated with one wavelength only.

the applied voltage. In SPRINT, a tunable splitter is utilized
to split an appropriate portion of the power of an optical
signal for detection purpose while forwarding the rest of the
optical signal to downstream locations. We cascade multiple
tunable splitters [38] in cases where split ratios at a wider
range are necessary.

3.1.2 Photonic Inter-chiplet Network
For clarity, we illustrate the photonic inter-chiplet net-

work of a scale-down SPRINT architecture that consists of a
GLB and four accelerator chiplets in Fig. 5. The photonic inter-
chiplet network consists of two parts: (1) GLB-to-accelerator
communication and (2) accelerator-to-GLB communication.
In this example, eight wavelengths are utilized for the
inter-chiplet communication. All the optical components
(e.g., waveguides, MRRs, photodetectors, electrical-optical
switches, etc.) are implemented on a silicon interposer [39]
using CMOS compatible process, while all the electrical
peripheral circuits are implemented on the silicon dies of the
GLB and accelerator chiplets. In this subsection, we describe
the architectural innovations in SPRINT photonic inter-
chiplet network including wavelength allocation for non-
uniform bandwidth demand, and waveguide reconfiguration
for recurrent communication patterns. We further discuss the
physical implementation of this network.
Wavelength Allocation: We divide all the available wave-
lengths into two groups - one group for data transmission
from the GLB to accelerator chiplets (λ0, λ1, λ2, λ3 in Fig.
5), while the other group for data gathering from accelerator
chiplets to the GLB (λ4, λ5, λ6, λ7 in Fig. 5). Although
wavelengths are equally divided into the two groups in
the example shown in Fig. 5, this is not the case in the
full-scale SPRINT architecture, where wavelengths are non-
uniformly allocated based on the specific bandwidth demand.
In Section 4, we demonstrate that the bandwidth demand
may vary when different CNN dataflows and chiplet-level

architectures are implemented, or when different convolution
layers are processed, as these factors significantly impact the
transmission of weights, input features, and psums. Please
note that the number of wavelengths in the group for data
gathering from accelerator chiplets to the GLB is proportional
to the number of accelerator chiplets in the system, as each
accelerator chiplet is assigned a unique wavelength (e.g.,
wavelength λ4 is assigned to Chiplet 0 in Fig. 5).
GLB-to-Accelerator Communication: This communication,
represented by the upper part of Fig. 5, is used to transmit
weights and input features from the GLB to accelerator
chiplets. Due to the recurrent unicast and broadcast com-
munication patterns shown in Fig. 1 and broadly observed
in CNN inference [2], we propose three communication
modes for the data transmission from the GLB to accelerator
chiplets, namely unicast mode, broadcast mode, and hybrid
mode. The unicast mode is used to simultaneously transmit
exclusive data from the GLB to each individual accelerator
chiplet with equal bandwidth. As shown in Fig. 5, four
separate waveguides connect the GLB with corresponding
accelerator chiplets (e.g., Waveguide 0 connects the GLB
with Chiplet 0), forming four dedicated communication
channels. To eliminate interference, the 1×2 electrical-optical
switches connecting adjacent waveguides (e.g., Switch 0
that connects Waveguide 0 and Waveguide 1) are tuned
at off-resonance. Further, the tunable splitters are all disabled
since there are no accelerator chiplets sharing the same
communication channel. Data is transmitted from the GLB
to an accelerator chiplet using wavelengths λ0, λ1, λ2, and
λ3.

The broadcast mode is used to transmit the shared data
from the GLB to all accelerator chiplets in the system. As
shown in Fig. 5, all four waveguides (Waveguide 0-3) are
combined into a SWMR channel by tuning 1×2 electrical-
optical switches (Switch 0-2) at on-resonance. The tunable
splitters are enabled and tuned to different split ratios based
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on their positions in the SWMR channel. As the example
shown in Fig. 5, tunable splitters attached to Chiplet 0,
Chiplet 1, and Chiplet 2 are tuned to split ratios of
3/1, 2/1, and 1/1, respectively, based on the number of
downstream accelerator chiplets along the channel. Please
note that there are no tunable splitters attached to the last
accelerator chiplet (Chiplet 3). Data is broadcast from the
GLB to all accelerator chiplets using wavelengths λ0, λ1, λ2,
and λ3.

The hybrid mode works as a combination of previous
two communication modes. In this mode, the waveguides
(Waveguide 0-3) are grouped into multiple segmented
SWMR or dedicated communication channels. Some 1×2
electrical-optical switches are tuned at off-resonance while
the others are tuned at on-resonance to separate segmented
channels and maintain intra-segment connectivity, respec-
tively. The tunable splitters are tuned to different split ratios
based on their positions in the corresponding segmented
channel. In the example shown in Fig. 5, we can create
two segmented SWMR channels, each connecting the GLB
to a set of two accelerator chiplets (Chiplet 0/1 and
Chiplet 2/3), by tuning Switch 0 and Switch 2 2 at
on-resonance and Switch 1 at off-resonance. Accordingly,
tunable splitters attached to Chiplet 0 and Chiplet 2
are tuned to split ratio of 1/1, while tunable splitters attached
to Chiplet 1 are disabled. Further, by tuning Switch 2
at off-resonance and disabling tunable splitters attached
to Chiplet 2, a previous segmented SWMR channel is
divided into two dedicated communication channels. The
hybrid mode is introduced to support more sophisticated
communication patterns observed in CNN inference other
than unicast and broadcast. It is particularly useful in cases
when accelerator chiplets in the system are not fully occupied,
or when multiple CNN layers with distinct communication
patterns are processed in a pipelined manner.

The above three communication modes for GLB-to-
accelerator communication can be tuned at runtime by
setting appropriate switching signals and split ratios on 1×2
electrical-optical switches and tunable splitters, respectively.
In Section 4.2, we will present how unicast and broadcast
modes are utilized in turn for transmission of weights

and input features, respectively, when different chiplet-level
accelerator architectures and dataflows are assumed.
Accelerator-to-GLB Communication: This communication,
represented by the lower part of Fig. 5, is used to collect the
psums and output features from the accelerator chiplets and
transmit them to the GLB. The photonic inter-chiplet network
works as a multiple-write single-read (MWSR) channel.
Each accelerator chiplet is assigned a specific wavelength
(e.g., λ4 is assigned to Chiplet 0 in Fig. 5). Psums and
output features generated by different accelerator chiplets are
transmitted on different wavelengths (λ4, λ5, λ6, λ7 in Fig.
5) and obtained by receivers at the GLB side. The received
psum are accumulated in the near-data accumulation engine
(NAE) and stored in GLB for future reference, while output
features go through bias and activation functions and act as
the input data of the next CNN layer.

3.1.3 Physical Implementation
Fig. 6 depicts the physical implementation of SPRINT

photonic inter-chiplet network corresponding to the SPRINT
architecture shown in Fig. 5. For simplicity, we only present
Chiplet 2 and its associated electrical and optical compo-
nents. The physical implementation of the entire SPRINT
photonic inter-chiplet network can be easily inferred.

As shown in Fig. 6, the electrical circuits of transmitters
and receivers, the reconfiguration controller unit (RCU),
and multiple processing elements (PEs) of Chiplet 2 are
integrated on a separate silicon die and connected to the
photonic interposer through micro-bumps [39]. RCU is used
to setup the communication mode for GLB-to-accelerator
communication from three available modes discussed in
Section 3.1.2. RCU switches the 1×2 electrical-optical switch
between on-resonance and off-resonance, and tunes as-
sociated tunable splitters to appropriate split ratios with
DACs. The micro-bumps are used for (1) RCU and thermal
tuning signal transmission from an accelerator chiplet to
the photonic interposer, and (2) data exchange between the
photonic interposer and accelerator chiplets. We only show
the RCU tuning signal transmission (dashed lines) and data
exchange between the photonic interposer and the accelerator
chiplet (solid lines) in Fig. 6 (b), for simplicity’s sake.
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Fig. 7: SPRINT GLB-to-accelerator communication mode selection when using weight-stationary [5] dataflow. We present
data transmission in one iteration of the C loop and the selected communication modes.
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Fig. 8: SPRINT GLB-to-accelerator communication mode selection when using row-stationary [22] dataflow. We present data
transmission in one iteration of the C loop and the selected communication modes.

All optical components (e.g., waveguide, modulator, filter,
photodetector, tunable splitter, and 1×2 electrical-optical
switch) are integrated on the photonic interposer. There are
mainly three waveguides shown in Fig. 6: Waveguide 2
and Waveguide 3 that connect the GLB to Chiplet 2
and Chiplet 3, respectively, and another waveguide for
accelerator-to-GLB communication. Waveguide 2 are con-
nected to Waveguide 3 through the drop port of Switch
2. These main waveguides are located in the same layer
in the interposer. Modulators, filters, tunable splitters, and
1×2 electrical-optical switches are vertically coupled [40] to
the above waveguides. The drop port of a tunable splitter
is connected to the corresponding photodetector through
another waveguide that is located in a separate layer [41] in
the interposer from previously discussed main waveguides,
to avoid waveguide crossing.

We present the working flow of the components involved
in Fig. 6 (b), by taking the broadcast mode in GLB-to-
accelerator communication as an example. Modulated wave-
lengths λ0, λ1, λ2, and λ3 in Waveguide 2 are selected by
vertically coupled filters and guided to separate tunable split-
ters. Since the broadcast mode is enabled and there is only
one downstream accelerator chiplet after Chiplet 2, the
split ratio of the tunable splitters are tuned to 1/1. The power
of each wavelength is split into two equal portions: one
portion from the drop port of the tunable splitter is guided to
a corresponding photodetector for detection while the other
portion from the through port is collected and merged into
Waveguide 3 through Switch 2. The photocurrent signals
from photodetectors are transmitted through micro-bumps
to receivers and converted to transmitted data.

3.2 Chiplets in SPRINT Architecture
GLB: Two additional modules, NAE and non-convolution
engine, are integrated on the GLB silicon die. NAE performs
accumulation operations on psums collected from accelerator
chiplets. In the prior chiplet-based CNN accelerator [5], an

accelerator chiplet may forward the psums locally generated
to a remote accelerator chiplet for cross-chiplet accumulation,
possibly leading to communication between two arbitrary
accelerator chiplets. In this case, costly E/O and O/E signal
conversions are inevitable if a photonic inter-chiplet network
is used. By exploiting the distance-independent property
of photonics, psums generated in accelerator chiplets are
collected and transmitted back to NAE for accumulation,
significantly reducing the E/O and O/E signal conversions.
The non-convolution engine is used to process the non-
convolution layers in CNN models by performing functions
such as bias, activation, scaling, and pooling.
Accelerator Chiplet: An accelerator chiplet consists of an
RCU, electrical circuits for transmitters and receivers, and
multiple PEs as shown in Fig. 5. RCU is responsible for
tuning the 1×2 electrical-optical switch and tunable splitters,
as we have discussed in Section 3.1.3. The respective numbers
of circuits for transmitters and receivers are determined by
the number of wavelengths used for GLB-to-accelerator and
accelerator-to-GLB communications. In Section 4.2, We will
show that the respective numbers of wavelengths for GLB-
to-accelerator and accelerator-to-GLB communications may
vary when different chiplet-level architectures or underlying
dataflows are assumed.

4 SPRINT DATAFLOW CUSTOMIZATION

4.1 Package-level Data Partition

The conventional CNN dataflow optimizations [5], [22],
[23], [24], [25], [26], [27] are proposed for accelerators with
only metallic interconnects. Such dataflow optimizations
often target reducing data transmission distance by improv-
ing local data reuse. As SPRINT architecture relies on a
photonic inter-chiplet network with distance-independent
latency, prior dataflow optimizations would not necessarily
be effective. This is because (1) data transmission distance
would not be a primary obstacle to system performance, and
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(2) new unaddressed factors (e.g., utilization of broadcast
and multicast communications, the number of E/O and O/E
signal conversions, etc.) may have significant impact on
system performance.

At the package level, we spatially distribute the com-
putations of each weight kernel in the M dimension to an
accelerator chiplet and temporally iterate the computations of
each input channel in the C dimension. In doing so, the same
input feature would be consumed by all involved accelerator
chiplets, leading to more opportunities for broadcasting or
multicasting communication. Meanwhile, the accumulation
computations along the C dimension are confined in each
individual accelerator chiplet, reducing cross-chiplet accu-
mulations, hence, reducing the number of required E/O and
O/E signal conversions.

4.2 Chiplet-level Dataflow

In this subsection, we discuss different configurations of
the SPRINT photonic inter-chiplet network when assuming
different chiplet-level accelerator architectures with weight-
stationary (WS) [5] or row-stationary (RS) [22] CNN dataflow.
In Section 6, we present the simulation results when assum-
ing two additional CNN dataflows, namely output-stationary
(OS) dataflow [23] and no-local-reuse (NLR) dataflow [27].

4.2.1 Accelerator Chiplet with Weight-stationary Dataflow
We assume that the accelerator chiplet architecture is

similar to [5] and WS CNN dataflow is adopted. The circuits
for transmitters and receivers and the local PEs are connected
by a 2D electrical mesh intra-chiplet network as in [5].
Fig. 7 presents the data transmission in an iteration of
the C loop, using the same input CNN layer as in Fig. 1.
The working mode of GLB-to-accelerator communication
switches regularly based on the type of the transmitted data.

In Time Step 1, weights from the same input channel
(C dimension) but different weight kernels (M dimension) are
transmitted from the GLB to different accelerator chiplets
using the unicast mode. Since WS dataflow keeps weights
stationary within a PE, no other weights need to be trans-
mitted before the completion of current iteration of the
C loop. Starting from Time Step 2, the GLB broadcasts
input features to two involved accelerator chiplets. In Time
Step 4, 6, and 8, different input features are broadcast
(assume that the local ifmap buffer in a PE can hold all
the received input features for local reuse). Consequently,
the broadcast mode for GLB-to-accelerator communication
is selected and maintained. In Time Step 3, 5, 7, and 9,
psums of corresponding output features are either stored
for future intra-chiplet accumulation or transmitted back
to the GLB using accelerator-to-GLB communication. Time
Step 9 indicates the completion of the current iteration
of the C loop. Similar computations and data transmission
are performed for the next input channel. The final output
features are obtained by accumulating the corresponding
psums in all iterations of the C loop. For each iteration of
the C loop, GLB-to-accelerator communication is switched
between unicast and broadcast modes once. Please note
that it is not necessary to switch communication mode this
frequently as in Fig. 7, as long as there is sufficient buffer
capacity to hold required input data and intermediate results.

The number of wavelengths for GLB-to-accelerator com-
munication and the number of wavelengths for accelerator-
to-GLB communication are determined by the accelerator
chiplet architecture and the dataflow utilized. In the case
shown in Fig. 7, each local PE requires specific weights
and input features for computation while the generated
psums can be accumulated across local PEs, leading to a
peak bandwidth demand ratio of 4:1 for GLB-to-accelerator
and accelerator-to-GLB communications. Consequently, we
allocate 80% of the total wavelengths for GLB-to-accelerator
communication. This allocation may vary when the chiplet-
level architecture or dataflow is altered.

4.2.2 Accelerator Chiplet with Row Stationary Dataflow
We assume that the accelerator chiplet architecture is

similar to [22] and RS CNN dataflow is adopted. Multiple
X-buses and the circuits for transmitters and receivers are
connected by a Y-bus, while each X-bus is used to connect
a group of local PEs as in [22]. Fig. 8 presents the data
transmission in an iteration of the C loop, using the same
input CNN layer as in Fig. 1. The working mode of GLB-
to-accelerator communication switches regularly, but in a
different pattern from the one described in Section 4.2.1,
indicating the significant impact of chiplet-level accelerator
chiplet architecture and underlying dataflow on inter-chiplet
communication.

In Time Step 1, two rows of weights from the same
input channel (C dimension) but different weight kernels
(M dimension) are transmitted from the GLB to different
accelerator chiplets using the unicast mode. In Time Step
2, a portion of the second row of the input features (labeled d
and e) is broadcast to two involved accelerator chiplets using
the broadcast mode. In Time Step 3, GLB-to-accelerator
communication is switched back to the unicast mode to
transmit another two rows of weights from the same input
channel but different weight kernels. In Time Step 4 and 6,
the broadcast mode is selected and maintained to respectively
transmit input features labeled a, b, f, g, h and input features
labeled c and i. The transmission of input features follow
the exact pattern as in [22], which enables input feature
reuse between PEs along diagonals. In Time Step 5, 7,
and 8, psums of corresponding output features are generated
and transmitted back to the GLB using accelerator-to-GLB
communication. Time Step 8 indicates the completion of
the current iteration of the C loop. Similar computations and
data transmission are performed for other iterations of C
loop until final output features are obtained.

According to [22], the weights and input features are
reused along horizontal and diagonal directions while the
psums are accumulated along the vertical direction, making
a peak bandwidth demand ratio of 3:1 for GLB-to-accelerator
and accelerator-to-GLB communications. Consequently, we
allocate 75% of the total wavelengths for GLB-to-accelerator
communication. The allocation is different from Section 4.2.1
because a different chiplet-level dataflow is utilized.

5 EVALUATION METHODOLOGY

We compare the SPRINT architecture, in terms of ex-
ecution time and energy consumption, with other two
state-of-the-art chiplet-based architectures with either an
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TABLE 1: SPRINT Architecture Parameters

Package

Number of chiplets 64
Global buffer 128 KiB / chiplet
Inter-chiplet bandwidth 800 Gbps / chiplet
Data rate per wavelength 10 Gbps

WS Chiplet

Number of PEs 16
Chiplet-level network 2D mesh
Number of vector MACs 8
Vector MAC width 8
Weight buffer 64 KiB / PE
Ifmap buffer 6 KiB / PE
Accumulation buffer 2 KiB / PE

RS Chiplet

Number of PEs 168
Chiplet-level network X-bus / Y-bus
Weight buffer 448 B / PE
Ifmap buffer 24 B / PE
Accumulation buffer 48 B / PE

OS Chiplet

Number of PEs 64
Chiplet-level network dedicated links
Nbin (input feature buffer) 1 KiB
Nbout (output feature buffer) 1 KiB
SB (synapse buffer) 2 KiB

NLR Chiplet

Number of PEs 64
Chiplet-level network dedicated links
Nbin (input feature buffer) 16 B
Nbout (output feature buffer) 16 B
SB (synapse buffer) 256 B

TABLE 2: Photonic Parameters

Component Value Component Value

Laser source 5 dB [42] Ring drop 1 dB [43]
Coupler 1 dB [42] Ring through 0.01 dB [43]
Waveguide 1 dB/cm [42] Photodetector 0.1 dB [42]
Splitter 0.2 dB [44] Waveguide-to-receiver 0.5 dB [45]
Waveguide bend 1 dB [45] Receiver sensitivity -26 dBm [42]
Waveguide crossover 0.05 dB [45] Ring heating 0.32 mW [46]

electrical mesh [5] or a photonic crossbar [18] for inter-
chiplet communication. Meanwhile, we explore four different
chiplet-level architectures and dataflows and their impact
on system performance. Table 1 lists the key architectural
parameters of the SPRINT architecture and four different
chiplet-level architectures that we have explored. Different
chiplet-level architectures may lead to distinct bandwidth
demands for different types of data involved, as explained
in Section 4.2. For each chiplet-level architecture selected, a
specific wavelength allocation process discussed in Section
3.1.2 is performed and the resulting SPRINT architecture is
utilized for evaluation.
Simulators: In order to simulate chiplet-based architectures,
We extend the open-source Timeloop simulator to support
the non-uniform distribution of latency and bandwidth
between PEs. The execution time is derived from the compu-
tation time and the communication time, taking the overlap
between computation and communication into account.
The extended simulator tracks the number of arithmetic
operations and the number of accesses to each on-package
memory hierarchy to calculate the computation time and on-
package communication time, respectively. The calculation
takes the hierarchical network architecture (inter-chiplet and
intra-chiplet networks) into account and ensures that data
transmission does not exceed the bandwidth limit of the
corresponding link. The delay for tuning the 1×2 electrical-
optical switches and tunable splitters is set to 500 ps [37]. The
off-package communication time (access time to off-package
DRAM) is obtained from the DRAMSim2 simulator [47].
Power Model: We evaluate the power consumption of com-
putations both on the accelerator chiplets and in NAE using

TABLE 3: Convolution and Fully-connected Layers

Label Layer Name Comp. / Label Layer Name Comp. /
Comm. Comm.

VGG-16 [35] L4 res2[a-c] branch2c 469.7
L1 conv1-1 1117.4 L5 res2[b-c] branch2a 125.2
L2 conv1-2 1137.9 L6 res3a branch1 878.6
L3 conv2-1 2108.1 L7 res3a branch2a 245.5
L4 conv2-2 2109.1 L8 res3[a-d] branch2b 932.6
L5 conv3-1 2654.2 L9 res3[a-d] branch2c 617.0
L6 conv3-2 2655.3 L10 res3[b-d] branch2a 219.9
L7 conv4-1 1339.2 L11 res4a branch1 887.2
L8 conv4-2 1339.6 L12 res4a branch2a 385.6
L9 conv5-1 375.9 L13 res4[a-f] branch2b 361.2
L10 fc-4096 2.0 L14 res4[a-f] branch2c 328.4
L11 fc-4096 2.0 L15 res4[b-f] branch2a 221.9
L12 fc-4096 2.0 L16 res5a branch1 357.6

L17 res5a branch2a 283.3
ResNet-50 [32] L18 res5[a-c] branch2b 97.0

L1 conv1 5882.9 L19 res5[a-c] branch2c 95.6
L2 res2a branch2a 124.5 L20 res5[b-c] branch2a 89.4
L3 res2[a-c] branch2b 972.4 L21 fc-1000 2.0

Synopsys Design Compiler. The power consumption
of accessing on-package memory hierarchies and off-package
DRAM is obtained using CACTI 6.0 [48] and DRAMSim2,
respectively. The power consumption of on-package metallic
interconnects are obtained using DSENT [43], while the
power consumption of photonic interconnects in SPRINT
and the photonic crossbar [18] is derived from Equation (1):

Ptotal = Plaser + PTX + PRX (1)

The overall power consumption Ptotal consists of three
parts: laser power Plaser , power consumption of transmitting
circuitry PTX , and power consumption of receiving circuitry
PRX . We calculate PTX and PRX using the same parameters
as in [49] and scale the results to 28 nm technology [49], [50].
Please note that the power consumption for ring heating has
been included in both PTX and PRX . The values for PTX

and PRX are 1.22 mW and 0.92 mW , respectively when a
moderate 0.32 mW [46] ring-heating power consumption
is assumed. Laser power Plaser can be expressed by three
terms: photodetector sensitivity Prs, insertion loss Closs, and
system margin Msystem as shown in Equation (2):

Plaser = Prs + Closs +Msystem (2)

We obtain the photodetector sensitivity Prs and insertion
loss Closs from parameters listed in Table 2. The system
margin Msystem is assumed to be 4 dB [28]. From Equation
(1 and 2) and parameters from [49] and Table 2, we obtain the
energy consumption of the SPRINT photonic inter-chiplet
network to be 0.77 pJ/bit, indicating the superior energy
consumption of photonic interconnects.
Architectures for Comparison: SPRINT architecture is com-
pared with two state-of-the-art chiplet-based architectures
with electrical mesh [5] or photonic crossbar [18] for inter-
chiplet communication. These three inter-chiplet networks
are evaluated when four different chiplet-level accelerator
chiplet architectures and dataflows shown in Table 1 are
assumed. Please note that the photonic crossbar in [18]
is originally designed to connect CPU/GPU chiplets. We
replace the CPU/GPU chiplets with accelerator chiplets
for fair comparison. We largely use similar chiplet-level
configurations as in the original papers for WS chiplet [5],
RS chiplet [22], OS chiplet [23], and NLR chiplet [27]. The

This article has been accepted for publication in IEEE Transactions on Parallel and Distributed Systems. This is the author's version which has not been fully edited and 

content may change prior to final publication. Citation information: DOI 10.1109/TPDS.2021.3139015

© 2021 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See https://www.ieee.org/publications/rights/index.html for more information.



9

0

0.2

0.4

0.6

0.8

1

L1 L2 L3 L4 L5 L6 L7 L8 L9 L10 L11 L12

Electrical Mesh Photonic Crossbar SPRINT

0

0.2

0.4

0.6

0.8

1

L1 L2 L3 L4 L5 L6 L7 L8 L9 L10 L11 L12 L13 L14 L15 L16 L17 L18 L19 L20 L21

ResNet-50
E

xe
cu

ti
o

n
 T

im
e

E
xe

cu
ti

o
n

 T
im

e

VGG-16

Fig. 9: Execution time comparison across different VGG-16 and ResNet-50 layers when utilizing WS accelerator chiplets. In
each layer, all values are normalized to the electrical mesh architecture.
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Fig. 10: Execution time comparison across different VGG-16 and ResNet-50 layers when utilizing RS accelerator chiplets. In
each layer, all values are normalized to the electrical mesh architecture.
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Fig. 11: Energy consumption comparison across different VGG-16 and ResNet-50 layers when utilizing WS accelerator
chiplets. In each layer, all values are normalized to the electrical mesh architecture.

GLB is assumed to be evenly distributed to each accelerator
chiplet when modeling electrical mesh and photonic crossbar
inter-chiplet networks. By contrast, the GLB is assumed
to be placed on a separate silicon die as shown in Fig.
5 when modeling the SPRINT architecture. To keep the
laser power in a reasonable range, the maximal number of
accelerator chiplets involved in broadcast communication is
set to 16 in SPRINT architecture. In the case when the number
of accelerator chiplets in the system exceed 16, broadcast
communication from the GLB to all accelerator chiplets is
implemented as several broadcast communications from the
GLB to a subset of accelerator chiplets attached to the same
GLB-to-Accelerator waveguide as shown in Fig. 5.

Benchmarks: We choose four CNN models, VGG-16 [35],
ResNet-50 [32], DenseNet-201 [51], and EfficientNet-B7 [52]
as the evaluation benchmarks. Table 3 lists the notations,
layer names in Caffe [53], and the number of computations
over the number of parameters (Comp./Comm.) of all 12 and
21 different layers in VGG-16 and ResNet-50, respectively.
We will present the layer-by-layer simulation results of VGG-
16 and ResNet-50 to closely examine the impact of layer
parameters on system performance and energy consumption.
For DenseNet-201 and EfficientNet-B7, we will only present
the simulation results of a complete inference pass. Please
note that we have removed redundant layers with the same
configuration parameters. For example, res2a branch1 in
ResNet-50 has been removed because it has the same config-

uration parameters as res2[a-c] branch2c (L4 in ResNet-50 in
Table 3).

6 SIMULATION RESULTS

6.1 Execution Time and Energy Consumption
Execution Time: Fig. 9 depicts the execution time comparison
of SPRINT architecture and two other architectures, namely
electrical mesh [54] and photonic crossbar, when using WS
accelerator chiplets. As compared to the electrical mesh
architecture, SPRINT achieves execution time reduction in
the range of 27% (L9:conv5-1) to 76% (L11:fc-4096)
and 28% (L11:res4a_branch1) to 66% (L21:fc-4096)
in VGG-16 and ResNet-50, respectively. SPRINT performs
extremely well in L11:fc-4096 layer in VGG-16 due to the
low Comp./Comm. value of this layer, which means that the
data is frequently moved around along the memory hierarchy.
As compared to the photonic crossbar, SPRINT achieves
execution time reduction in the range of 8% (L9:conv5-1)
to 58% (L11:fc-4096) and 1% (L11:res4a_branch1) to
50% (L21:fc-1000) in VGG-16 and ResNet-50, respectively.
The performance discrepancy of photonic crossbar and
SPRINT architecture is relatively small, as they both ex-
hibit distance-independent latency during data transmission.
SPRINT architecture outperforms photonic crossbar because
the wavelengths are allocated based on real bandwidth
demand in SPRINT architecture, but equally allocated to
chiplets in photonic crossbar.
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Fig. 12: Energy consumption comparison across different VGG-16 and ResNet-50 layers when utilizing RS accelerator
chiplets. In each layer, all values are normalized to the electrical mesh architecture.
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Fig. 13: Execution time comparison across VGG-16, ResNet-
50, DenseNet-201, and EfficientNet-B7 when utilizing WS
(left) and RS (right) accelerator chiplets. All values are
normalized to the electrical mesh architecture.

Fig. 10 shows the execution time comparison of
SPRINT architecture and two other architectures when
using RS accelerator chiplets. As compared to the elec-
trical mesh architecture, SPRINT achieves execution time
reduction in the range of 28% (L9:conv5-1) to 63%
(L2:conv1-2) and 24% (L18:res5[a-c]_branch2b) to
61% (L5:res2[b-c]_branch2a) in VGG-16 and ResNet-
50, respectively. We make two observations here. First, the
execution time reduction of SPRINT architecture over electri-
cal mesh architecture is reduced when replacing WS chiplets
with RS chiplets. This is because psums keep being streamed
out of an accelerator chiplet in the original RS dataflow
[22], possibly leading to more inter-chiplet communication.
Second, different accelerator architectures and dataflows are
suitable for layers with different configurations. As com-
pared to the photonic crossbar, SPRINT achieves execution
time reduction in the range of 14% (L9:conv5-1) to 39%
(L12:fc-4096) and 11% (L18:res5[a-c]_branch2b) to
25% (L5:res2[b-c]_branch2a) in VGG-16 and ResNet-
50, respectively. We can observe that the execution time re-
duction of SPRINT architecture over two other architectures
vary when different chiplet types or different benchmarks
are used.
Energy Consumption: Fig. 11 depicts the energy consump-
tion comparison of SPRINT architecture and two other archi-
tectures when using WS accelerator chiplets. As compared
to the electrical mesh architecture, SPRINT achieves energy
consumption reduction in the range of 19% (L11:fc-4096)
to 68% (L1:conv1-1) and 32% (L21:fc-1000) to 72%
(L4:res2[a-c]_branch2c) in VGG-16 and ResNet-50,
respectively. The reduction in energy consumption mainly
comes from the energy saving in inter-chiplet communi-
cations. As compared to the photonic crossbar, SPRINT
achieves energy consumption reduction in the range
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Fig. 14: Energy consumption comparison across VGG-16,
ResNet-50, DenseNet-201, and EfficientNet-B7 when utilizing
WS (left) and RS (right) accelerator chiplets. All values are
normalized to the electrical mesh architecture.

of 9% (L10:fc-4096) to 52% (L3:conv2-1) and 22%
(L21:fc-1000) to 69% (L1:conv1) in VGG-16 and ResNet-
50, respectively. As compared to photonic crossbar, the
reduction in energy consumption in SPRINT architecture
comes from fewer MRRs required and their peripheral
circuitries. Fig. 12 shows the energy consumption comparison
when RS accelerator chiplets are used. We observe similar
trend as in Fig. 11.

Since DenseNet-201 and EfficientNet-B7 includes many
layers, it’s difficult to present the per-layer execution time
and energy consumption when comparing SPRINT with
electrical mesh and photonic crossbar. We only present the
execution time and energy consumption of one complete
inference pass using four CNN models on WS and RS
accelerators in Fig. 13 and Fig. 14. We observe that though
SPRINT achieves the most reduction in execution time and
energy consumption in ResNet-50 and VGG-16, respectively,
SPRINT performs well in the more recent DenseNet-201 and
EfficientNet-B7 models as well.

6.2 SPRINT Adaptability

We study whether the SPRINT photonic inter-chiplet
network can adapt to different chiplet-level architectures
and dataflows using four different types of chiplets and
corresponding dataflows listed in Table 1. Simulation results
in Fig. 15 and Fig. 16 show that SPRINT outperforms
the other two architectures, in terms of execution time
(up to 55% reduction) and energy consumption (up to
52% reduction), when all four types of chiplets are used,
indicating the superior adaptability of SPRINT photonic inter-
chiplet network. Specifically, SPRINT architecture achieves
the most significant execution time and energy consumption
reduction when NLR chiplets are used, as the large amount
of inter-chiplet data transmission incurred in NLR dataflow
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Fig. 15: Execution time comparison across ResNet-50 (left)
and EfficientNet-B7 (right) when utilizing WS, RS, OS, and
NLR accelerator chiplets. All values are normalized to the
electrical mesh architecture.
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Fig. 17: Execution time and energy consumption comparison
when varying the number of accelerator chiplets.

can fully exploit the benefit of SPRINT photonic inter-chiplet
network. SPRINT architecture achieves the least execution
time and energy consumption reduction when RS chiplets are
used, as the enhanced intra-chiplet data reuse in RS dataflow
makes the impact of implementing an advanced inter-chiplet
network less significant.

6.3 SPRINT Scalability
We study the scalability of the SPRINT architecture by

varying the number of accelerator chiplets in the system from
8 to 128. Fig. 17 shows the comparisons of execution time
and energy consumption. When integrating 128 accelerator
chiplets in the system, SPRINT architecture achieves up to
78% and 83% reduction in execution time and energy con-
sumption, respectively, as compared to other architectures.
We make the following observations: (1) photonic crossbar
and SPRINT architecture perform worse than electrical
mesh when the number of chiplets is low because of the
expensive E/O and O/E signal conversions (2) photonic
crossbar and SPRINT architecture show good scalability
in terms of execution time as the system scale increases
because of the distance-independent property of photonics;
(3) the energy consumption of photonic crossbar, though
scales better than electrical mesh, is much higher than that
of SPRINT architecture due to the large number of MRRs
required; (4) we can project good scalability of SPRINT when
the number of chiplets increases beyond 128. We also study
the scalability of the SPRINT architecture by varying the
number of PEs per accelerator chiplet from 8 to 128 while
keeping the number of accelerator chiplets at 64. Fig. 18
shows that SPRINT performs better in terms of execution
time and energy consumption as the number of PEs per
accelerator chiplet increases.

6.4 Implementation Cost
To achieve equal per-chiplet bandwidth, SPRINT architec-

ture requires 14.5 K MRRs while photonic crossbar requires
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Fig. 16: Energy consumption comparison across ResNet-50
(left) and EfficientNet-B7 (right) when utilizing WS, RS, OS,
and NLR accelerator chiplets. All values are normalized the
electrical mesh architecture.
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Fig. 18: Execution time and energy consumption comparison
when varying the number PEs per accelerator chiplet.

over 338 K MRRs, which is 23 times larger. This is because
the number of MRRs scales linearly and quadratically with
the number of chiplets in SPRINT architecture and photonic
crossbar, respectively. [55] has reported a 6-bit DAC with 29
mW power consumption (130 nm technology). We assume
that a 6-bit DAC using 28 nm technology consumes 2.7 mW
power using the scaling factor provided in [50]. Since all the
tunable splitters attached to a chiplet share a split ratio, we
implement one 6-bit DAC in the reconfiguration controller
unit (RCU) and it incurs insignificant area and power
overhead. Fig. 19 shows that the energy consumption of
DACs is only 1.2% to 1.7% of the overall energy consumption
of the SPRINT photonic inter-chiplet network. As for timing
overhead, the switching time for a DAC is 200 ps [37] while
the tuning time for a tunable splitter is 500 ps [37]. In our
evaluation, we assume that a new split ratio can be set within
1 ns.

7 RELATED WORK

CNN Accelerator: Several CNN accelerators with different
dataflows [20], [22], [23], [26], [27], [56] have been pro-
posed in recent years. These accelerators are implemented
on monolithic chips and focus on improving data reuse
[21] assuming uniform latency and bandwidth across PEs.
However, the increasing CNN model size requires scale-up
systems like chiplet-based architectures, in which latency
between PEs in different chiplets becomes significant and
the uniform latency and bandwidth assumption no longer
holds true. Very few prior work [5], [6], [57] explores
implementing machine learning models in chiplet-based
architectures. Shao et al. [5] implement the CNN on a chiplet-
based architecture with an electrical mesh network for inter-
chiplet communication. Though this work adopts aggressive
electrical wire technology to implement the inter-chiplet
network, it still becomes the performance bottleneck as
the system scales up, indicating the scalability limitation
of electrical networks at the chiplet scale. Hwang et al.
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Fig. 19: Energy consumption breakdown of SPRINT photonic
network when utilizing WS and RS accelerator chiplets.

[57] implement a recommendation model on a chiplet-
based architecture. This work focuses on the accelerator
design and the interconnection network between chiplets
is an electrical bus. Ascia et al. [6] propose to replace the
electrical wires with wireless channels to implement the
inter-chiplet network for CNN inference. Though exhibiting
higher scalability as compared to the electrical networks, the
cost of providing sufficient bandwidth is significant. Our
work explores scaling up the chiplet-based architecture using
photonic interconnects for large CNN models, as photonic
interconnects are expected to achieve higher scalability and
bandwidth density.
Photonic Interconnects in Chiplet-based Architectures:
Implementing photonic interconnects on chip has been
well studied [38], [58], [59], [60], [61], [62]. Prior work
[12], [14], [15], [16], [17], [63], [64], [65] has explored to
implement photonic interconnects on silicon interposer in
chiplet-based architectures. Demir et al. [14] propose to
construct a many-core ”virtual chip” by connecting mul-
tiple smaller chiplets through a photonic crossbar. Photonic
crossbars are also used to connect the chiplets in [16],
[18]. Grani et al. [15] utilize arrayed waveguide grating
router (AWGR) photonic interconnects implemented on the
silicon interposer to realize a 16×16 photonic network-on-
chip (NoC). Prior work leverages the distance-independent
feature of photonics in large-scale chiplet-based architectures.
However, the implementation cost is often high as all-to-
all communication is assumed and bandwidth resources
are uniformly distributed. Our work explores to exploit the
specific communication patterns in CNN inference to further
improve the performance and reduce the implementation
cost of the inter-chiplet interconnects.

8 CONCLUSION

In this paper, we present a chiplet-based CNN accelerator
named SPRINT. The unique features of SPRINT include (1)
a novel photonic inter-chiplet network that is optimized to
adapt to specific communication patterns in CNN inference
through wavelength allocation and waveguide reconfigu-
ration, and (2) a novel optically-enhanced CNN dataflow
that exploits the inherent broadcasting and multicasting
capabilities of photonics to efficiently support the prevalent
broadcasting communication in CNN inference. Simulation
studies using multiple CNN models show that SPRINT
provides significant reduction in execution time and energy
consumption, as well as superior scalability, as compared to
other state-of-the-art chiplet-based architectures with metallic
or photonic inter-chiplet interconnects.
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